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The tracking problem 

Crowded 

Semi-crowded  
Frame: 1210
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Person tracking

- Identity switches
- Gaps

-  Missed detections
-  False alarms

Person detection

Video sequence!
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Video sequence!

Evaluation: the Mota score 

t t+1

Overlap > 50%



Evaluation: the Mota score 
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Evaluation: the Mota score 

MOTA: Multiple object tracking accuracy

Missed objects

False alarms

Identity switches
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Detection dependency 

Detections are the “starting point” for the tracker

Accuracy

Detections

Tracking

Detection accuracy is often not mentioned, results 
cannot be compared



The well-known parameter tuning 
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The well-known parameter tuning 

PETS 2009 sequence: obsolete?

Accuracy

Parameter tuning doesn’t allow us to see the real 
challenges tracking still has to face

Parameter tuning > 95%

One set of parameters for all 
sequences = 60%



We need a new evaluation platform 
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MOTCHALLENGE 

Detections Evaluation

Tracking 
algorithm
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point
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private





Mot 2015 edition 

-  16 well-known datasets in the community 
(PETS, TUD, ETH, KITTI….)

     Are they really obsolete?

-  3 new challenging datasets

      Increasing the difficulty

Old density: 7.29     New density: 12.8
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BASELINES 
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Current State-of-the-Art 

MOTA +12%



Current State-of-the-Art 

MOTA +20%



Do we Need a new dataset? 

-  Methods reached a MOTA plateau 

-  Annotations are inaccurate, especially in the 
sequences with moving camera

-  Detections have a poor recall



Mot 2016 edition 

-  Increase the challenge! 

-  14 all new sequences

-  Improved annotations: 

-  Increasing the accuracy of the annotations

-  Annotating occluding elements, distractors, 
vehicles…



Edition comparison 

MOT 2015 MOT 2016

Pedestrian BB 101345 292733

Total BB 101345 476532

Tracks 1221 1342

Density 8.9 25.8

Annotation classes 1 11

HD sequences 27 % 86 %
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Detections 
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P. Dollár, R. Appel, S. Belongie, and P. Perona. Fast feature pyramids for object 
detection. PAMI, 2014.
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BASELINES 

Method MOTA MOTP FAR MT(%) ML(%) FP FN IDsw rel.ID FM rel.FM Hz
TBD 33.3 ±9.6 76.5 1.0 6.6 58.2 6,160 112,950 2,407 63.6 2,241 58.9 1.3
CEM 32.6 ±8.6 75.9 1.3 7.0 59.4 7,415 114,861 634 17.1 719 19.4 0.3
DP NMS 31.9 ±9.9 76.4 0.2 4.8 65.2 1,343 121,813 969 29.2 941 28.4 212.6
SMOT 29.2 ±7.9 75.2 3.0 4.9 53.3 17,929 108,041 3,072 75.4 4,437 108.9 0.2
JPDA m 25.9 ±6.4 76.4 0.7 3.7 70.4 3,930 130,799 364 12.9 634 22.4 16.2

MOTA +10% vs MOT15



Current State-of-the-Art 

MOTA +13%



Current State-of-the-Art 

MOTA +22%



What Works? 

Optimization 
scheme

Features

Accuracy

Frame-by-
frame

All frames

More features, complex 
optimization problems, take ages 

to solve….



What Works? 

Optimization 
scheme

Features

Accuracy

Back to simpler models, add 
better features



What Works? 

Optimization 
scheme

Features

Accuracy Using dense point 
trajectories



What Works? 

Optimization 
scheme

Features

Accuracy

CNN-based 
features



Current State-of-the-Art 

CNN-based appearance features



Evolution of the benchmark 

ICCV

CVPR

ECCV



Evolution of the benchmark 

“Reviewer 3: I suggest the 
authors to try their method 
on public benchmarks like 

MOTChallenge” ECCV 
rebuttal 



What Challenges lie ahead? 

Best performing method for MOT2015

Well-known ”solved” sequences reach on average 
MOTA of 60%

GENERALITY



What about MOTA? 

-  Is MOTA the right measure?

-  Does it correspond to the human perception of a 
good tracker?

-  Can we use it as a single measure to classify 
trackers?



Hot-or-not tracker 



Hot-or-not tracker: results 



Hot-or-not tracker: results 



Hot-or-not tracker: results 



Hot-or-not tracker: results 

75% of the votes agree with MOTA



Hot-or-not tracker: results 

Disagreements come from MOTA differences < 10%



The Future of motchallenge 

biological data	 sports data	

SHARE YOUR TRACKING DATA	

First-person videos	



The Future of motchallenge 

Open questions 

Is this data enough for deep learning?

What would you like to see added?



Exciting workshops and challenges! 

-  1st Workshop on Benchmarking Multi-Target 
Tracking organized together with WACV, 2015.

-  2nd Workshop TOMORROW!

www.motchallenge.net/workshops/bmtt2016
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