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Motivation

Explanations

Introspection Justification

explain how a model 

determines its final 

output technically

“Car is a Ford, because neuron 

A and B activated”

produce sentences 

detailing how system

output and visual 

evidence correlate

“Car is a Ford, because the 

chassis has characteristic X

We want for laymen
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Motivation

The difference between descriptive, defining, and explaining sentences.
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The Model Formulation

• Model extracts visual features using a fine-grained classifier before 
language generation. 
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The Model Formulation

• Model extracts visual features using a fine-grained classifier before 
language generation. 

• Additionally, unlike description models, sentence generation is conditioned 
on the predicted class label
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Long Short-Term Memory

Good for sequential data, e.g. language:

(𝑋𝑡)𝑡=1,2,… = (It, was, raining, so, the, road, is,...)

The recurrent network The unrolled network structure
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Long Short-Term Memory

The layout of an LSTM layer

3 gates to modify data stream:
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Long Short-Term Memory

The layout of an LSTM layer

3 gates to modify data stream:

1. Forget: Decide which part of existing stream

to keep relevant.

2. Input: Decide which new information to store

in the stream (2-step: sigmoid to mark

which values ǁ𝑖𝑡, tanh to create new values ሚ𝐶𝑡).
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Long Short-Term Memory

The layout of an LSTM layer

3 gates to modify data stream:

1. Forget: Decide which part of existing stream

to keep relevant.

2. Input: Decide which new information to store

in the stream (2-step: sigmoid to mark

which values ǁ𝑖𝑡, tanh to create new values ሚ𝐶𝑡).
3. Output: Decide which part to output from the

memory stream 𝐶𝑡−1 and the hidden state ℎ𝑡−1. 

Creates new hidden state ℎ𝑡, the output.
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Loss Functions

How does the model train?
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Loss Functions

How does the model train?

Finegrained Classifier picks out 

detail features and category.
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Loss Functions

How does the model train?

Finegrained Classifier picks out 

detail features and category.

At training time:

• 1st LSTM stack is given the target

words as input sequentially

• 1st stack output, features & category

are inputs for 2nd stack.

• Outputs of 2nd stack:

word probabilities conditioned on 

previous words, image features and 

category
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Loss Functions

The Relevance Loss

Cross Entropy (approximation) ensures image relevance

for generated sentences
(word in position t 𝑤𝑡, Image 𝐼, category 𝐶, batch size 𝑁):

1

𝑁


𝑛=0

𝑁−1



𝑡=0

𝑇−1

log 𝑝 𝑤𝑡+1 𝑤0:𝑡−1, 𝐼, 𝐶)

But this loss does not enforce class discerning sentence

quality!
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Loss Functions

The Discriminative Loss

Introduce Discriminator Reward 𝑅𝐷 𝑤 = 𝑝(𝐶|𝑤) to build overall
loss function

𝐿𝑅 − 𝜆𝔼𝑤~𝑝 𝑤|𝐼,𝐶 (𝑅𝐷 𝑤 )
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Loss Functions

The Discriminative Loss

Introduce Discriminator Reward 𝑅𝐷 𝑤 = 𝑝(𝐶|𝑤) to build overall
loss function

𝐿𝑅 − 𝜆𝔼𝑤~𝑝 𝑤|𝐼,𝐶 (𝑅𝐷 𝑤 )

• Expectation is untractable -> sample description sentences 𝑤
from LSTM stack.
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Loss Functions

The Discriminative Loss

Introduce Discriminator Reward 𝑅𝐷 𝑤 = 𝑝(𝐶|𝑤) to build overall
loss function

𝐿𝑅 − 𝜆𝔼𝑤~𝑝 𝑤|𝐼,𝐶 (𝑅𝐷 𝑤 )

Use REINFORCE loss function equivalence

∇𝑊𝔼𝑤~𝑝(𝑤|𝐼,𝐶)(𝑅𝐷(𝑤)) = 𝔼𝑤~𝑝(𝑤)(𝑅𝐷(𝑤)∇𝑊 log 𝑝(𝑤))

to update the loss with

∇𝑊𝐿𝑅 − 𝜆𝔼𝑤~𝑝(𝑤|𝐼,𝐶)(𝑅𝐷(𝑤)∇𝑊 log 𝑝(𝑤))
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Loss Functions

Examples of the model output
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Evaluation Metrics and Setup

Model applied to Caltech UCSD Birds 200-2011 (CUB) dataset:

• 200 classes of North American bird species and 11788 images

• Each image contains 5 detailed description sentences

Bilinear Classifier pretrained on this dataset with up to 8192 

dimensional features extraction and 84% accuracy.
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Evaluation Metrics and Experimental Setup

Baseline comparisons to models of the same setup, except they are…

• conditioned only on the images = Description model

• conditioned only on the class label of the images = Definition model

• trained without discriminative loss = Explanation label

• trained without the predicted class label = Explanation-discriminative
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Evaluation Metrics and Experimental Setup

Image relevance:

• METEOr computed by matching words in generated and reference sentences (also 

synonyms).

• CIDEr measures the similarity of two sentences by matching n-grams that are TF-IDF 

weighted.

Class relevance: 

• Class similarity metric CIDEr calc. with all ground truth sentences of its own class.

• Class Rank CIDEr calc. with all ground truth sentences of each class.

• Human bird experts evaluation.

Linguistic metrics used to verify…
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Comparison Results

Label
Image
Image + Label
Image + Discr. Loss
Image + Label + Discr.Loss
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Comparison Results
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Thanks for your attention
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